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Abstract—In embedded stereo vision systems based on semi-
global matching, the matching accuracy of the initial disparity
map can be degraded because of various factors. To solve this
problem, weighted median-based disparity refinement hardware
architectures are utilized to improve the matching accuracy.
However, for the conventional hardware architectures, there
is a trade-off between hardware resource utilization and re-
finement performance when they are implemented on a field
programmable gate array (FPGA). Therefore, in this paper, we
propose a hybrid max-median filter and its hardware architecture
to improve the refinement performance and reduce hardware
resource utilization. To evaluate the refinement performance, we
used two public stereo datasets. When using the various window
sizes for KITTI 2012 and 2015 stereo benchmark datasets,
the proposed hardware architecture showed better matching
accuracy performance compared with the conventional hardware
architectures. In terms of the hardware resource utilization, when
implemented on an FPGA, the proposed hardware architecture
has low requirements for all types of hardware resources. That is,
the proposed hardware architecture overcomes the trade-off be-
tween hardware resource utilization and refinement performance.

Index Terms—Stereo vision, semi-global matching, disparity
refinement, hardware architecture

I. INTRODUCTION

In embedded stereo vision systems, semi-global matching
(SGM) is widely used because of its reasonable matching
accuracy with reasonable hardware resource utilization [1]-
[3]. In addition, the SGM can be operated in real-time because
it can be designed with pipeline architecture with systolic array
[4]-[6]. However, the matching accuracy of the initial disparity
map in SGM can be degraded on texture-less and occluded
regions [7]-[9]. Hence, various post-processing methods are
used to improve the matching accuracy.

In the post-processing methods, the various methods are
widely used (i.e., uniqueness function, left-right consistency
check, and filtering) [10]-[13]. When using uniqueness func-
tion and left-right consistency check methods, there is an
advantage in that inaccurate disparity values can be removed.
However, the visual quality of disparity map is degraded
because the inaccurate pixel values, called hole pixels, are
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removed. Therefore, to improve the quality of disparity map,
various filtering methods are used for hole-filling process.

Among the various filtering methods, the bilateral-based
weighted median filter (WMF) is widely used because it
provides high hole-filling performance, called refinement per-
formance, for improving the matching accuracy [8], [9].
However, it has the drawback of large hardware resource
utilization when implemented on a field programmable gate
array (FPGA) [14]. Therefore, the various follow-up studies
were conducted to overcome this drawback of the WMF [15],
[16]. To reduce the hardware resource utilization, Chen et
al. proposed the separable WMF (sWMF) [15]. The sWMF
introduces a separable operation for each horizontal and
vertical direction to reduce the computational complexity.
However, it still has high hardware resource utilization when
implemented on an FPGA. Further, Hyun et al. proposed a
sparse window approach-based SWMF (ssWMF) to further
reduce the hardware resource utilization [16]. Although the
sSWMF reduces hardware resource utilization, its refinement
performance also reduced. Thus, for the conventional hardware
architectures, there exists trade-off between hardware resource
utilization and refinement performance.

Therefore, in this paper, we propose a hybrid max-median
filter hardware architecture to overcome the trade-off when
implemented on an FPGA. The proposed hardware architec-
ture utilizes the road environment-based disparity tendency
for each horizontal and vertical direction, thereby allowing
the proposed hardware architecture to achieve high refinement
performance. In addition, the hardware resource utilization of
the proposed hardware architecture can be reduced because
it can be designed with a simple computation architecture
comprising only max and median filters.

The rest of this paper is organized as follows. Section
2 briefly describes the conventional hardware architectures.
Section 3 and describes the proposed max—median filter, and
Section 4 presents its hardware architecture. Section 5 de-
scribes the experimental results for comparing the refinement
performance and hardware resource utilization. To compare
the refinement performance, we used the two public stereo
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datasets. In addition, we compared the hardware resource
utilization for various window sizes for the proposed and con-
ventional hardware architectures. Finally, Section 6 provides
the conclusions of this study.

II. RELATED WORK

Weighted median-based filtering methods have the advan-
tage of preserving edge information [17]. Hence, the WMF
method is widely utilized in stereo vision systems. However,
when implemented on an FPGA, the WMF requires excessive
hardware resources because it involves extensive computation
[14]. In addition, in terms of the software environment, the
processing time increases because of the bottleneck created via
the weighted computation and sorting process. Many studies
were conducted to overcome this drawback by reducing the
computational complexity to subsequently reduce the hardware
resource and processing time requirements.

Separable weighted median filter (SWMF): The WMF
method has a computational complexity of O(r?), where 7 is
the radius of square filter window. To reduce the computational
complexity, Chen et al. proposed the sWMF method [15].
The sWMF method has a separable computation concept that
has a one-dimensional (1D) horizontal WMF (HWMF) and
1D vertical WMF (VWMEF). Using the separable computation
concept, the sSWMF method achieves a reduced computational
complexity of O(r) from O(r?). Hence, when implemented
on an FPGA, the sWMF requires less hardware utilization than
the WMEF. In addition, the processing speed can be improved
software and FPGA platforms.

Sparse-window-based sWMF (ssWMF): Although the
SWMEF method can reduce the hardware resource requirement
compared with the WMF method, it still requires a large
amount of hardware resources. Hence, Hyun et al. proposed
the ssWMF method [16]. This method requires fewer pixels
than the sSWMF method, and hence, it requires less hardware
resources when implemented on an FPGA. Therefore, a low-
cost embedded stereo vision system can be designed when
adopting the ssWMF. However, this method has the drawback
that because only few pixels are used, the refinement perfor-
mance can be degraded.

When implemented on an FPGA, the sSWMF and ssWMF
methods can reduce the hardware resource consumption by
reducing the computational complexity. Thus, these methods
are advantageous for embedded stereo vision systems, which
requires low-cost characteristics. However, the experimental
results of previous studies showed that the refined match-
ing accuracy of sWMF and ssWMF methods is degraded
compared to that of the WMF method [15], [16]. In other
words, for the conventional methods, there exists a trade-off
between hardware resource utilization and disparity refinement
performance.

III. PROPOSED METHOD

The proposed hybrid max-median filter aims to compute the
refined disparity map in which incorrect matching values are
corrected. To achieve this goal, the proposed method utilizes
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Fig. 1. Left-side stereo images and three-dimensional disparity plot: (a) left-
side stereo images and (b) 3D plot for disparity values corresponding to the
coordinates of the left-side stereo images

the characteristic of the disparity map based on the road
environment. In the road environment-based disparity map,
the disparity tendency for horizontal has no constant tendency
because of various objects (e.g., pedestrians and vehicles) as
shown in Fig. 1. Therefore, in the horizontal direction, there is
a need to preserve the edge information for objects. In contrast,
the depth value for vertical direction gradually increases from
the bottom coordinate to the top coordinate [18]. In other
words, the disparity value of the vertical direction increases
from the top coordinate to the bottom coordinate. Therefore,
there is a tendency that the disparity value gradually increases
in the vertical direction from the top coordinate to the bottom
coordinate, as shown in Fig. 1.

The operation process of the proposed method is illustrated
in Fig. 2. To utilize these characteristics for horizontal and
vertical directions, our proposed method involves three steps:
1) sub-window generation, 2) inner-sub-window generation,
and 3) max-median filtering computation. In the sub-window
generation step, the N x N sub-window are generated. In the
inner-sub-window generation step, the inner-sub-windows for
the eight-path direction are generated, as illustrated in Fig.
3. Four inner-sub-windows are generated for each horizontal
and vertical direction based on the center pixel of the sub-
window. The purpose of generating two horizontal inner-
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Fig. 2. Operation process of the proposed hybrid max-median filter for
disparity refinement.
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sub-windows is to extract the edge information for left and
right directions based on the center pixel. The purpose of
generating two vertical inner-sub-windows is to reflect the
tendency of increasing disparity value from the top coordinate
to the bottom coordinate based on the center pixel. The
other four inner-sub-windows are generated for each diagonal
direction based on the center pixel of the sub-window. In the
occlusion regions, the disparity information of the target is
inaccurate because the width and height of the objects may
no correspond to the difference of the disparity leftwards
and rightwards [19]. Therefore, four inner-sub-windows in the

diagonal direction are required to accurately perform hole-
filling process in the occluded regions. In other words, hole-
filling process for non-occlusion and occlusion regions can
be performed more accurately by utilizing vertical, horizontal,
and diagonal disparity information.

After the inner-sub-window generation step, each maximum
value is selected from each inner-sub-window. The max filter is
used for each inner-sub-window because the proposed method
utilizes the vertical disparity tendency with the characteristic
of gradually increasing disparity value from the top coordinate
to the bottom coordinate. In other words, the result value of
the max filter can reflect the vertical disparity tendency. After
using the max filter, nine values, including eight maximum
values and center pixel, are entered into the median filter.
This filter selects the median value as the output value of the
refined disparity map. The median filter has the advantage of
preserving edge information. Hence, in the proposed method,
a median filter is used after the max filter operation so that
the edge information can be preserved when considering the
horizontal disparity tendency.

IV. PROPOSED HARDWARE ARCHITECTURE

Fig. 4 illustrates the hardware architecture of the pro-
posed max-median filter. The proposed hardware architecture
consists of three modules: 1) inner-sub-window generator,
2) maximum value selector, and 3) median value selector.
The inner-sub-window generator module performs inner-sub-
window generation process, as shown in Fig. 3. To generate
the N x N sub-window, window generator module has N
line buffers using block random access memory (BRAM).
After generating the N x N sub-window, the pixel values
for each inner-sub-window are selected by using the pixel
selector module. To select the corresponding pixel values for
each inner-sub-window, the pixel selector module has a line
counter, reorder, and register selector modules to select the
appropriate pixel values for each line buffer. In terms of the
line counter module, it calculates an address value by counting
the entered line valid signal from the camera sensor. In terms
of the reorder module, it contains demultiplexer to arrange
and select the pixel values based on the address value from
line value counter module. Thereafter, the register selector
module selects and exports pixel values corresponding to each
coordinate based on the center pixel using the pre-calculated
register address values using the reorder module. After using
pixel selector module, the selected pixel values are entered into
the maximum value selector module. This module consists
of eight max filters. Each max filter utilizes a pyramidal
comparison step architecture based on the comparator. Using
each max filter, eight maximum values and a center pixel are
selected. Thereafter, the selected nine pixel values are entered
into the median value selector module.

In the median value selector module, a separable concept
similar to the sSWMF method is employed to reduce the latency
and hardware resource utilization. By adopting the separable
operation for the median filter process, the hardware resource
utilization can be reduced compared with the low-latency
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Fig. 4. Hardware architecture of the proposed hybrid max-median filter.
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Fig. 5. Horizontal window generation method.

median filter architecture [20]. To design the median value
selector module adopting separable operation concept, the
horizontal window generator, horizontal median value selector,
and vertical median value selector modules are employed. In
the horizontal generator module, a 3 x 3 window is generated
using the input data, including eight maximum values and
center pixel, as shown in Fig. 5. After generating this window,
three horizontal median values are selected in the horizontal

median value selector module. Finally, in the vertical median
value selector module, the vertical median value among the
three horizontal median values is selected as the output value
of the refined disparity map.

V. EXPERIMENTAL RESULTS

To evaluate the refinement performance of the proposed
hardware architecture, two types of public stereo datasets are
used to compare the mean error rate (MER) index. In the
MER performance evaluation, a smaller value in the MER
index indicates higher matching accuracy. For fair performance
comparison, experiments were conducted for sub-window
sizes from 5 x 5 to 21 x 21. For performance evaluation
on the same initial disparity map, the disapritySGM built-in
function of MATLAB R2022b tool was used. To perform the
evaluation under the same experimental conditions as previous
studies, we set the DisparityRange and UniquenessThreshold
parameters in the disparitySGM built-in function to [0, 128]
and 5, respectively [16]. In addition, we used public evaluation
code provided by the KITTI benchmark to compute the MER
index performance.

A. KITTI Stereo Benchmark

Table I lists the MER performance results under non-
occlusion and occlusion conditions when using the KITTI
2012 and 2015 stereo benchmark datasets [21], [22]. When
using KITTI 2012 stereo benchmark dataset, the WMF showed
the best MER performance for the 9 x 9 window size. In the
case of the 9 x 9 widnow size, the MER performance of the
WMF was 17.77% and 19.66% under the non-occlusion and
occlusion conditions, respectively. In terms of the performance
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Fig. 6. Experimental results using KITTI 2012 and 2015 stereo benchmark datasets: (a) left-side input image, (b) initial disparity map using semi-global
matching, (c) weighted median filter (WMF), (d) separable WMF (sWMF), (e) sparse-window approach-based sWMF (ssWMF), and (f) proposed method.

TABLE I
MEAN ERROR RATE (MER) INDEX PERFORMANCE OF THE PROPOSED METHOD AND CONVENTIONAL METHODS WHEN USING THE KITTI 2012 AND
2015 STEREO BENCHMARK DATASETS.

MER (%)

Dataset Type Window Size Methods (Non-Occlusion Condition) Methods (Occlusion Condition)
WMF sWMF [15] ssWMF [16]  Proposed WMF sSWMF [15] ssWMF [16]  Proposed
5x5 18.2143 18.6557 19.1182 15.1707  20.0922 20.5225 20.9746 17.1172
9%9 17.7743 18.0694 18.7314 13.6956 19.6617 19.9498 20.5969 15.6760
KITTI 2012 [21] 13x13 17.8572 17.9641 18.9748 13.0475 19.7431 19.8472 20.8350 15.0426
17x17 18.2973 18.0814 19.6769 12.7410  20.1734 19.9620 21.5213 14.7166
21x21 18.9869 18.3367 20.8203 12.5686  20.8475 20.2117 22.6387 14.5743
5x5 22.7569 23.1292 23.7470 19.3041 24.1061 244718 25.0787 20.7115
9%9 22.3964 22.6435 23.2954 17.3801 23.7518 23.9947 24.6349 18.8220
KITTI 2015 [22] 13x13 22.5073 22.5134 23.4517 16.4204  23.8608 23.8669 24.7885 17.8795
17x17 22.9633 22.5696 23.4817 15.8713  24.3089 23.9221 24.8163 17.3405
21x21 23.6811 22.8059 23.6448 15.5413  24.9959 24.2987 24.9266 17.0167

improvement, the proposed method improved the matching
accuracy under the non-occlusion and occlusion conditions by
22.95% and 20.27%, respectively, compared with the WMF.
For the sWMF, the best MER performance was observed
for 13 x 13 window size. In this case, the MER of the
SWMF was 17.96% and 19.85% under the non-occlusion
and occlusion conditions, respectively. For the ssWMF, the
best MER performance was observed for the 9 x 9 window
size. In terms of the performance improvement, the proposed
method showed better MER performance than sWMF and
ssWMF methods. In addition, the proposed method showed
better MER performance than the conventional methods for
all window sizes.

When using the KITTI 2015 stereo benchmark dataset, The
conventional methods showed MER performance similar to
the experimental results for KITTI 2012 stereo benchmark
dataset. For the 9 x 9 window size, the proposed method had
an MER performance of 17.38% and 18.82% under the non-
occlusion and occlusion conditions, respectively. In terms of
performance improvement, the proposed method improved the

matching accuracy by 22.40% and 23.24%, and 25.39% under
the non-occlusion, respectively, compared with the WMEF,
sWMF, and ssWMF methods. In the occlusion condition,
the proposed method improved the matching accuracy by
20.76%, 21.56%, and 23.60%, respectively, compared with the
WMEF, sWMF, and ssWMF methods. In addition, the proposed
method showed better MER performance than the conventional
methods for all window sizes.

Fig. 6 shows the left-side input image, initial disparity map
using SGM, and refined disparity maps using conventional and
proposed methods. As shown in Fig. 6.(b), it can be visually
confirmed that the initial disparity map has a large amount of
hole regions due to the influence of the noise components in
the edge are of the object and the asphalt road. Conversely,
when using the conventional methods, it can be visually
confirmed that the hole regions are significantly reduced in
the edge of the objects and the asphalt road as shown in Fig.
6.(c)-(e). However, although the disparity refinement process
was performed using the conventional methods, it is difficult
to say that the hole regions are greatly reduced compared with
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the initial disparity map. When the proposed method is used,
as shown in Fig. 6.(f), it can be visually confirmed that the hole
regions are greatly reduced in the edge of the objects and the
asphalt road compared with the refined disparity maps using
the conventional methods. Therefore, the proposed method
can improve not only numerical performance but also visual
quality of the disparity map for the user’s point of view.

B. Hardware Resource Utilization

To compare the hardware resource utilization under fair
condition, the proposed hardware architecture must by syn-
thesized on the same FPGA platform. Therefore, we used
Xilinx XC7K325T FPGA for a fair comparison with sWMF
and ssWMF architectures. The WMF architecture was not
included in the comparison because previous studies have
already shown that a large number of hardware resource are
required when the WMF is implemented on the FPGA [15],
[16]

Table II lists the synthesis results of the sWMF, ssWMF,
and proposed hardware architectures. For fair comparison, the
proposed and conventional hardware architectures had working
frequency of 148.5 MHz, a disparity range of 128, and an
image resolution of 1080p. The ssWMF architecture requires
less utilization of the slice look-up table (LUT) and slice
register than the sWMF architecture. However, in the ssWMF
architecture, the utilization of the BRAM is similar to that of
the sSWMF architecture. In comparison, the proposed hardware
architecture requires less hardware resource utilization than
the SWMF and ssWMF architectures. In terms of BRAM, the
SWMF and ssWMF architectures require a large number of
resources because they require a dual-port BRAM to obtain
and store the bilateral weight values and the pixel values of
the guided image, which are necessary to compute the output
value of the refined disparity map. In contrast, the proposed
hardware architecture requires less BRAM than the SWMF
and ssWMF architectures. The proposed hardware architecture
only uses single-port BRAM because it does not require
bilateral weight values for computing the output value of the
refined disparity map. Hence, the BRAM utilization of the
proposed hardware architecture is less than that of the SWMF
and ssWMF architectures. In terms of the slice LUT and slice
register, the proposed hardware architecture requires fewer
resources because it does not involve a weight computation
process.

To further compare the hardware resource utilization and
verify the operation in a real environment, the proposed
hardware architecture was synthesized on a Xilinx XC7K325T
FPGA. For comparison for a small window size, we set
the window size as 13 x 13 for the ssWMF and proposed
hardware architectures. Only the ssWMF architecture was used
for comparison as it requires fewer hardware resources than
the experimental results. Therefore, for the 13 x 13 window
size, the low-cost characteristic of the architectures can be
judged from the fact that the proposed architecture involves
less resource utilization than the ssWMF architecture. Fig.
7 shows the hardware resource utilization for the proposed
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TABLE I
SYNTHESIS RESULTS OF THE PROPOSED ARCHITECTURE AND
CONVENTIONAL ARCHITECTURES.

Resource Type

Window Size  Architecture TOT Regiser  BRAM

ssWMF [16] 9,737 5,349 63

41 x 41
Proposed 3,242 4,436 21
SWMF [15] 12,200 15,813 55

39 x 39
Proposed 2,757 3,840 20
ssSWMF [16] 8,211 4,832 57

37 x 37
Proposed 2,438 3,422 19

hardware architecture and ssWMF hardware architecture. To
compare the hardware resource utilization under fair condi-
tions, both architectures had an operation frequency of 148.5
MHz and image resolution of 1080p. For all resource types,
the proposed hardware architecture requires less resources than
the ssWMF architecture. In terms of reduction percentage,
the proposed hardware architecture reduces the slice LUT,
slice register, and BRAM utilization by 60.44%, 5.15%, and
66.67%, respectively, compared with the ssWMF architecture.

To verify the operation in real environment, our proposed
hardware architecture was implemented on Xilinx FPGA
Virtex-7 XC7V2000T-FLG1925-2. Fig. 8 shows the initial
disparity map using SGM and refined disparity map using
proposed hardware architecture. To acquire the initial disparity
map, we used a stereo camera with a resolution of 1280 x 720
and YUV-422 format. In terms of the implementation con-
straint, an operation clock frequency of the proposed hardware
architecture was set to 74.25 MHz for synchronizing the stereo
camera. As shown in Fig. 8(a), the initial disparity map has
many hole regions. These hole regions are reduced compared
to the initial disparity map when using the proposed hardware
architecture for disparity refinement process, as shown in Fig.
8(b).

VI. CONCLUSIONS

Herein, a hybrid max—median filter and its hardware archi-
tecture are proposed for the disparity refinement process to
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Fig. 8. Field programmable gate array (FPGA)-based experimental results
in real-environment: (a) initial disaprity map by using SGM and (b) refined
disparity map by using the proposed hardware architecture.

compute the refined disparity map. To evaluate the refinement
performance of the proposed method, we used two public
stereo datasets. For all window sizes, the proposed method
exhibited better refinement performance than the conven-
tional methods for the KITTI 2012 and 2015 stereo bench-
mark datasets. A comparison of hardware resource utilization
showed that the proposed hardware architecture requires less
resources in terms of slice LUT, slice register, and BRAM
because it does not perform any weight computation based
on an exponential equation. In addition, the feasibility of
using the proposed hardware architecture in real environment
for a working of 74.25 MHz was confirmed. Therefore, the
proposed method can be used for embedded stereo vision sys-
tems that require a low-cost characteristic and high matching
accuracy.

In the future work, we will verify the refinement perfor-
mance of the proposed hardware architecture by conduct-
ing additional experiments on Cityscapes and DrivingStereo
datasets. In addition, we will conduct the experiments on
performance evaluation based on various disparity range or
input image resolution. Thereafter, based on the experimental
results, it plans to conduct experiments on infrared stereo
cameras as well as YUV or RGB-based stereo cameras used
for autonomous driving scenarios.
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