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Abstract 

The growing significance of the security and human management fields attracts active research related to face 

detection and recognition systems. Among these face detection techniques based on machine learning, Haar 

cascade classifiers are widely used because of their high accuracy for human frontal faces. However, the Haar 

cascade classifiers have a limitation in that the processing time increases as the number of false positives 

increases because they detect human faces based on the sub-window operation. Therefore, in this paper, a pre-

processing method based on a 2D Haar discrete wavelet transform is proposed for face detection. The proposed 

method improves the processing speed by reducing the number of false positives through a vertical component 

calibration process using the vertical and horizontal components. The results of the face detection experiments 

that use a public test dataset comprising 2,845 images showed that the proposed method improved the 

processing speed by 32.05% and reduced the number of false positives by 25.46%, compared with those of the 

histogram equalization that shows the best performance case among conventional filter-based pre-processing 

methods. In addition, the performance of the proposed method is similar to those of conventional image 

contraction-based methods. In an experiment using a private dataset, the proposed method showed a 53.85% 

reduction in the total number of false positives compared with that of the Gaussian filter while maintaining the 

total number of true positives. The F1 score of the proposed method shows a 1.39% improvement compared 

with those of Lanczos-3 that shows the best performance case. 
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1. Introduction 

As processor and chip technologies advance, various computer vision technologies for human-centered 

computing have been attracting considerable research attention. These technologies are being introduced 

in various fields such as Internet of Things (IoT), security, and autonomous driving [1–4]. Among 

computer vision technologies, face detection and recognition techniques are actively being studied 

because they can provide convenience to users in various domains, such as IoT environment-based 

security, management, and interpersonal communication [5–7]. In addition, owing to the coronavirus 
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disease 2019 (COVID-19) outbreak, demand has increased for non-contact detection equipment and 

technology for biometric detection, such as body temperature and face detection [8, 9]. 

Face detection techniques can be based on machine learning or deep learning [10]. Deep learning-

based face detection is generally based on neural networks [11, 12]. Zhu et al. [13] proposed a face 

detection method using a convolutional neural network (CNN) that utilizes single-stage headless face 

detection to overcome the limitations of computing power and storage. Guo et al. [14] proposed face 

detection using a CNN to improve processing speed. Although these studies have been conducted to 

improve the processing speed of deep learning, the many computational processes in the layers of the 

network architecture require a large processing time to compute the result [15]. Therefore, in such case, 

real-time processing is possible only when a high-performance processor and graphic processing unit 

(GPU) are used. For these reasons, most researchers focus on software because it requires significant 

resources to implement with digital logic. 

In machine learning, which is a classical method in the field of artificial intelligence, cascade classifier 

architectures are typically used. These methods do not require high-performance processors or GPUs 

because the number of computations is smaller than those of the general deep learning-based methods. 

However, high accuracy or fast processing speed cannot be guaranteed. For these reasons, many studies 

are being conducted on the adaptive boosting (AdaBoost)-based Haar cascade classifiers, which were 

proposed by Viola and Jones [16, 17]. The Haar cascade classifiers have the advantages of a high 

detection rate for the human frontal face and an improvement in processing speed [10, 18]. Wu et al. [19] 

proposed a Euclidean distance to improve the detection accuracy. When the Euclidean distance, which is 

calculated by comparing the detected face feature with the trained face features, is lower than the 

threshold value, it is classified as a human frontal face. However, there is a drawback in that the 

processing time needed to calculate the Euclidean distance is increased because it requires a square root 

operation. Rishikeshan et al. [20] proposed morphological image processing to improve the detection 

accuracy. However, it has the drawback of slow processing speed because the proposed method includes 

a comparison step for checking the brightness, histogram equalization (HE), and morphological 

processing before the image is entered into the Haar cascade classifiers. Although recent studies have 

improved the accuracy, increased processing time still hinders real-time operation. 

To improve the processing speed while maintaining the detection accuracy, this study proposes vertical 

component calibration, which preserves the appropriate edge information for face detection, based on 2D 

Haar discrete wavelet transform. The proposed method can reduce the number of false positives 

calibrating the zero-calibrated vertical and horizontal detail coefficient from the approximation detail 

coefficient. The number of false positives decrease because, if the vertical coefficient of a non-human 

frontal face is reduced, the reference value of the trained feature cannot be satisfied with a high 

probability. On the other hand, human frontal faces have a slight effect on the true positive rate because 

the vertical components are fewer than the horizontal components. The reduction of false positives 

improves the processing speed because unnecessary operations are reduced in the Haar cascade 

classifiers. In addition, the processing speed is improved because the input image size is also reduced by 

the 2D Haar discrete wavelet transform. 

The remainder of this paper is organized as follows. Section 2 describes the Haar cascade classifiers 

and the 2D Haar discrete wavelet transform. The proposed method is described in Section 3, and the 

experimental results using the face detection dataset and benchmark (FDDB) [21], which is a public 

dataset, and a private test dataset are shown in Section 4. Finally, in Sections 5 and 6, the results of the 

study are discussed and conclusions are stated, respectively. 

 

2. Background 

2.1 Haar Cascade Classifiers 
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The Haar cascade classifiers, which use Haar-like features, were proposed by Viola and Jones [16, 17]. 

This method is widely used for object detection because of its simple structure, high detection rate, and 

fast detection speed; in particular, it exhibits excellent performance in human frontal face detection. The 

Haar-like feature calculates the feature value of the area through the difference in brightness values. Haar-

like features classify the various features that exist on objects with different positions, size, and shapes. 

Fig. 1 presents examples of two-rectangle and three-rectangle shapes of Haar-like features used in the 

Haar cascade classifiers. When using these Haar-like features, it is possible to detect a specific object in 

an image. The human frontal face has features that can be used for classification (e.g., eyes, nose, and 

mouth). Therefore, a human frontal face can be detected by comparing calculated and trained feature 

value as reference values. 

 

 
Fig. 1. Example of two-rectangle and three-rectangle shapes of Haar-like feature. 

 

The feature value computation using a Haar-like feature is calculated by the difference in the sum of 

brightness value for dark and bright regions within a specific area. To obtain the sum of the brightness 

values, as many pixels as possible in the given area of the original image must be considered, and a 

significant amount of time is consumed in calculation. These problems occur because the calculation is 

based on the sub-window operation. To solve the problems, it is necessary to convert from the original 

image to an integral image before calculating the feature value. The integral image is generated by 

accumulating the pixel values of the original image in the lower-right direction. The integral image 

method is expressed mathematically as follows: 

 

𝐼𝐼(𝑥1, 𝑦1) = ∑ ∑ 𝐼(𝑥, 𝑦)

𝑦<𝑦1𝑥<𝑥1

 (1) 

 

where 𝐼𝐼(𝑥1, 𝑦1) is the integral image, and 𝐼(𝑥, 𝑦) is the original input image. The sum of the brightness 

in a specific area using the integral image is obtained through the following equation: 

 

𝑆𝑝𝑖𝑥𝑒𝑙 = 𝑃𝑅𝐵 − 𝑃𝑅𝑇 − 𝑃𝐿𝐵 + 𝑃𝐿𝑇 (2) 

 

where 𝑆𝑝𝑖𝑥𝑒𝑙  is the pixel sum, 𝑃𝑅𝐵  is the right bottom value, 𝑃𝑅𝑇  is the right top value, 𝑃𝐿𝐵  is the left 

bottom value, and 𝑃𝐿𝑇 is the left top value of the area in the integral image. When using the two-rectangle 

Haar-like feature, the feature value of a specific area can be calculated using six coordinates of the integral 

image [22, 23]. 

In the Haar cascade classifiers, the classification results are determined by comparing the feature values 

with the trained values of the object. The Haar cascade classifiers consist of strong classifiers and weak 

classifiers. A strong classifier is a group of weak classifiers, generally called Haar-like features [24]. The 

strong classifier, which is in one of the classification stages, collects the comparison results of the weak 

classifiers included in the group and calculates the classification result of the relevant stage. 

Subsequently, it moves to the next stage when the result of classification in the current stage determines 

that the correct object has been identified. It is determined that the sub-window is the object to be detected 
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only when it passes through all strong classifier stages. If each strong classifier stage fails to pass, the 

sub-window is determined to be not the desired object area, and the operation for the sub-window is 

immediately terminated. It then moves to the next coordinate and begins the detection operation again. 

Generally, Haar-like feature for classification are trained for windows that have a fixed size. This is 

called a sub-window, and it mostly uses a 20×20 or 24×24 size. The detection operation is performed by 

moving the sub-windows pixel by pixel in the original image for face detection operation. In the sub-

window operation, it is difficult to detect all human frontal faces because of the fixed sub-window size. 

In other words, if the size of the sub-window or image is not changed, only a face of a specific size can 

be detected. To detect faces of various sizes, the image pyramid method is used to reduce the input image 

size so that the sub-window can detect human frontal faces. If several downscaled images are generated 

using the image pyramid method and then detection operations are performed on each of them, the faces 

of various sizes can be detected in the image with a fixed sub-window. 

 

2.2 Discrete Wavelet Transform 

The 2D discrete wavelet transform, used for image processing, is extended from the equation of 1D 

discrete wavelet transform used in earthquake analysis [25], electrocardiograms (ECGs) [26], and human 

vital sign detection [27]. The 1D discrete wavelet transform equation is expressed mathematically as 

follows [28]: 

 

𝑦𝑙𝑜𝑤[𝑛] =  ∑ 𝑥[𝑘] ∙ 𝑔[2𝑛 − 𝑘]

∞

𝑘=−∞

 (3) 

𝑦ℎ𝑖𝑔ℎ[𝑛] =  ∑ 𝑥[𝑘] ∙ ℎ[2𝑛 − 𝑘]

∞

𝑘=−∞

 (4) 

 

where 𝑔[2𝑛 − 𝑘]  is the scaling function, which is a low-pass filter, and ℎ[2𝑛 − 𝑘]  is the wavelet 

function, which is a high-pass filter. The scaling and wavelet functions use mathematically predefined 

shapes according to the type of wavelet family [29]. Fig. 2 shows the approximation and detail coefficient 

computations using Equations (3) and (4). At each transformation level, the approximation coefficient 

(cA) is the low-frequency component, and the detail coefficient (cD) is the high-frequency component of 

the input signal 𝑥[𝑘]. The results of the approximation and detail coefficient are half down-sampled 

because each transformation function shifts by 2𝑛 − 𝑘 for computation. 

 

 
Fig. 2. Approximation and detail coefficient computation process using 1D discrete wavelet transform. 

 

 

The 2D discrete wavelet transform uses the concept of 1D discrete wavelet transform to compute the 

related detail coefficients for image processing. The scaling and wavelet functions of the 2D discrete 

wavelet transform are expressed mathematically as follows [30]: 
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𝜑(𝑥, 𝑦) =  𝜑(𝑥) 𝜑(𝑦) (5) 

𝜓𝐻(𝑥, 𝑦) =  𝜑(𝑥) 𝜓(𝑦) (6) 

𝜓𝑉(𝑥, 𝑦) =  𝜓(𝑥) 𝜑(𝑦) (7) 

𝜓𝐷(𝑥, 𝑦) =  𝜓(𝑥) 𝜓(𝑦) (8) 

 

where 𝜑(𝑥, 𝑦) is the scaling function for the approximation detail coefficient; 𝜓𝐻(𝑥, 𝑦), 𝜓𝑉(𝑥, 𝑦), and 

𝜓𝐷(𝑥, 𝑦) are the wavelet functions for horizontal, vertical, and diagonal detail coefficient, respectively. 

When the scaling and wavelet functions of the 2D discrete wavelet transform are separable, they can be 

expressed in the 𝑓(𝑥, 𝑦) = 𝑓1(𝑥)𝑓2(𝑦) form, similar to the terms on the right side of Equations (5)–(8) 

[31]. In other words, the transformation functions to obtain coefficients in the 2D discrete wavelet 

transform can be divided into the scaling and wavelet function concepts of the 1D discrete wavelet 

transform. This can be computed sequentially by the transformation functions through operations in the 

row and column directions. 

The approximation detail coefficient is computed using a scaling function for row and column 

directions, and the horizontal detail coefficient is computed by the wavelet function for the column 

direction. On the other hand, the diagonal detail coefficient is computed using the wavelet function for 

the row and column directions, and the vertical detail coefficient is computed by a scaling function for 

the column direction. The four types of detail coefficient results obtained through the 2D discrete wavelet 

transform are divided into the frequency domain channels of low-low (LL), low-high (LH), high-low 

(HL), and high-high (HH), respectively [32, 33]. 

 

3. Proposed Method  

Haar cascade classifiers consists of weak and strong classifiers that generates a cascade structure of 

human frontal face detection based on sub-window operation. For this cascade structure, the processing 

time increases with an increase in the number of false positives. Therefore, various pre-processing 

methods are used to reduce the number of false positives. There are two types of conventional pre-

processing methods: conventional filter-based and image contraction-based methods. In conventional 

filter-based methods, median, Gaussian filter, and HE are widely used to remove noise components and 

reduce the number of false positives. However, these methods still required a large amount of processing 

time and have a higher number of false positives, compared with image contraction-based methods. 

Conversely, the image contraction-based pre-processing methods have a higher processing speed because 

the image size and the number of false positives are reduced. However, when edge information suitable 

for face detection using Haar cascade classifiers is lost, the detection accuracy is decreased. A 

representative method in which edge information can be lost is a wavelet transform used to compute the 

approximation image. Meanwhile, when inappropriate edge information is included, the number of false 

positives is increased. That is, trade-off exists between the detection accuracy and the number of false 

positives depending on how much appropriate edge information is preserved [34, 35]. To reduce the 

number of false positives while maintaining the detection accuracy, the appropriate edge information 

needs to be preserved to satisfy the feature values for Haar cascade classifiers. Therefore, in this paper, 

we propose the vertical component calibration based on a 2D Haar discrete wavelet transform to preserve 

the appropriate edge information and remove the noise components to reduce the number of false 

positives while maintaining the detection accuracy. 

Fig. 3 illustrates the entire face detection process using the Haar cascade classifiers with the proposed 

pre-processing method. The proposed method is a process of calibrating the vertical components of the 

image to preserve the appropriate edge information for human frontal face detection. To calibrate the 

vertical components, the desired image is generated by calibrating the vertical and horizontal detail 
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coefficient from the approximation detail coefficient. The desired image enters the strong classifier stage 

of Haar cascade classifiers as the input image, and the feature value is calculated using the sub-window 

operation. When the feature value of the sub-window satisfies all stages, the image is classified as a 

human frontal face. In the opposite case, the operation in the current sub-window is immediately 

terminated, and the same operation is performed by moving to the next pixel. When the sub-window 

operation for the input image is finished, the down-scaled images generated by the image pyramid method 

are sequentially entered. After the detection process for all image size is completed, multiple detected 

results for the same object are merged into a bounding box. 

 

 
Fig. 3. Face detection process using the Haar cascade classifiers with the proposed method. 

 

The proposed method aims to generate an image that, preserves the appropriate edge information by 

calibrating the vertical component, for Haar cascade classifiers. To calibrate the vertical component, the 

proposed method uses the three types of detail coefficient, which are called horizontal, vertical, and 

approximation detail coefficient, computed by the 2D Haar discrete wavelet transform. The 

approximation, vertical, and horizontal detail coefficient are mathematically expressed as follows: 

 

𝑥𝐴𝑝𝑝(𝑛1,  𝑛2) = ∑ ∑ 𝑔(𝑖1)

𝐾−1

𝑖2=0

∙ 𝑔(𝑖2) ∙ 𝑥(2𝑛1 − 𝑖1, 2𝑛2 − 𝑖2)

𝐾−1

𝑖1=0

 (9) 

𝑥𝐻𝑜𝑟𝑖(𝑛1, 𝑛2) = ∑ ∑ 𝑔(𝑖1)

𝐾−1

𝑖2=0

∙ ℎ(𝑖2) ∙ 𝑥(2𝑛1 − 𝑖1, 2𝑛2 − 𝑖2)

𝐾−1

𝑖1=0

 (10) 

𝑥𝑉𝑒𝑟𝑡(𝑛1, 𝑛2) = ∑ ∑ ℎ(𝑖1)

𝐾−1

𝑖2=0

∙ 𝑔(𝑖2) ∙ 𝑥(2𝑛1 − 𝑖1, 2𝑛2 − 𝑖2)

𝐾−1

𝑖1=0

 (11) 

 

where 𝐾 is the filter length of the transformation functions; 𝑔(𝑖1) and 𝑔(𝑖2) are scaling functions, which 

are the same as the low-pass filter; ℎ(𝑖1) and ℎ(𝑖2) are the wavelet function, which is the same as the 

high-pass filter; 𝑥(2𝑛1 − 𝑖1, 2𝑛2 − 𝑖2)  is the input image; 𝑥𝐴𝑝𝑝(𝑛1, 𝑛2)  is the approximation detail 

coefficient; 𝑥𝐻𝑜𝑟𝑖(𝑛1, 𝑛2)  is the horizontal detail coefficient; and 𝑥𝑉𝑒𝑟𝑡(𝑛1, 𝑛2)  is the vertical detail 

coefficient, respectively. Fig. 4 shows the desired image-generation process based on Equations (9)–(11). 

In the 2D Haar discrete wavelet transform, the scaling function and wavelet function must satisfy the 
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orthogonal condition. In addition, the transformation function generated by using the scaling and wavelet 

function is in the form of a 2×2 matrix. After setting the components of the scaling and wavelet functions, 

the approximation detail coefficient can be obtained by the scaling function in the row and column 

directions. The horizontal detail coefficient can be obtained by the scaling function in the row direction 

and the wavelet function in the column direction. The vertical detail coefficient can be obtained using the 

wavelet function in the row direction and the scaling function in the column direction. Through a one-

level transformation process, the vertical detail coefficient is calibrated to zero using the threshold value, 

whereas the horizontal detail coefficient is calibrated to zero using the zero-calibrated vertical detail 

coefficient as the threshold value. After the zero-calibration process, the desired image is generated by 

calibrating zero-calibrated vertical and horizontal detail coefficient, which are multiplied by the 

weighting factor, from the approximation detail coefficient. 

 

 
Fig. 4. Process of desired image generation using vertical component calibration for  

face detection using Haar cascade classifiers. 

 

To generate the desired image for Haar cascade classifiers, the vertical and horizontal detail coefficient 

must be calibrated to zero before calibration from the approximation detail coefficient. The zero-

calibrated vertical, horizontal detail coefficient, and the desired image are expressed mathematically as 

follows: 

 

𝑥𝑉𝐶(𝑛1, 𝑛2) =  {
𝑥𝑉𝑒𝑟𝑡(𝑛1, 𝑛2),   𝑓𝑜𝑟  𝑥𝑉𝑒𝑟𝑡(𝑛1, 𝑛2) ≥ 0

 
            0          ,   𝑓𝑜𝑟  𝑥𝑉𝑒𝑟𝑡(𝑛1, 𝑛2) < 0

 (12) 
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𝑥𝐻𝑅(𝑛1, 𝑛2) =  {
𝑥𝐻𝑜𝑟𝑖(𝑛1, 𝑛2),   𝑓𝑜𝑟  𝑥𝐻𝑜𝑟𝑖(𝑛1, 𝑛2) ≥ 𝑥𝑉𝐶(𝑛1, 𝑛2)

 
            0          ,   𝑓𝑜𝑟  𝑥𝐻𝑜𝑟𝑖(𝑛1, 𝑛2) < 𝑥𝑉𝐶(𝑛1, 𝑛2)

 (13) 

𝑥𝐷𝑒𝑠𝑖𝑟𝑒𝑑(𝑛1, 𝑛2) = 𝑥𝐴𝑝𝑝(𝑛1, 𝑛2) + 2𝛼 × 𝑥𝑉𝐶(𝑛1, 𝑛2) −  𝛼 × 𝑥𝐻𝑅(𝑛1, 𝑛2) (14) 

 

where 𝑥𝑉𝐶(𝑛1, 𝑛2) is the zero-calibrated vertical detail coefficient, 𝑥𝐻𝑅(𝑛1, 𝑛2) is the zero-calibrated 

horizontal detail coefficient, 𝑥𝐷𝑒𝑠𝑖𝑟𝑒𝑑(𝑛1, 𝑛2) is the desired image, that preserves the appropriate edge 

information, for frontal face detection using the Haar cascade classifiers, and 𝛼 is weighting factor. In a 

grayscale image, the pixel value approaches zero as it becomes darker, and the pixel value approaches 

255 as it becomes brighter. The vertical and horizontal detail coefficient can take both negative and 

positive values because the computation process involves the subtraction between the adjacent pixels at 

each coordinate. When the non-calibrated vertical detail coefficient is used, there is no difference in the 

accumulated value between the bright and dark regions of the Haar-like feature. In other words, the 

vertical calibration effect cannot be obtained in the human frontal face detection process using Haar-like 

features when a non-calibrated vertical detail coefficient is used. For this reason, the vertical detail 

coefficient is calibrated to zero before the calibration process, as shown in Equation (12), when it has a 

negative value. This is done because the face detection process is affected when extracting only the outer 

line of the vertical component. In addition, to compensate for the loss value of the pixel in the vertical 

component calibration, the horizontal detail coefficient is calibrated to zero, as shown in Equation (13), 

when it has a lower-than-zero-calibrated vertical detail coefficient. The reason for adjusting the value of 

the horizontal detail coefficient by using the vertical detail coefficient corrected to zero as the threshold 

value is to use the vertical component preferentially for the calibration process at the same coordinate in 

the image. 

Based on Equation (14), the desired image is generated by calibrating the zero-calibrated vertical and 

horizontal detail coefficient, which are multiplied by the weighting factors, from the approximation detail 

coefficient. The vertical component is calibrated because the number of vertical components (e.g., nose) 

is less than the number of horizontal components (e.g., mouth, eyes) on the human frontal face. Therefore, 

the true positive rate of the original image can be maintained because only the outer line of the vertical 

component has a smaller effect on the original image when they are calibrated. Meanwhile, objects that 

are non-human frontal faces mostly have equal vertical and horizontal components or more vertical 

components than horizontal components. Due to characteristic of non-human face regions, the weighting 

factor for the vertical coefficient to reduce the number of false positives is twice that of the horizontal 

coefficient. Therefore, when the zero-calibrated vertical and horizontal coefficient are calibrated from 

the approximation detail coefficient, the number of false positives can be reduced while maintaining the 

detection accuracy. 

 

4. Experimental Results 

4.1 Public Dataset 

A public dataset, FDDB [21], was used to verify the performance, which includes the true positive 

rate, processing time, and the number of false positives of Haar cascade classifiers with the proposed 

method, with the value of weighting factor α of 2. FDDB, consisting of 2,845 images with 5,171 faces, 

is a database with various poses, masks, and faces of various sizes. To evaluate the face detection 

performance of adopting the proposed method, we compared conventional filter-based methods (i.e., HE 

[36, 37], Gaussian [38, 39], and median filter [38, 39]) and image contraction-based methods (i.e., 

bicubic, Lanczos-2, Lanczos-3, and Haar discrete wavelet transform). In terms of the effect of vertical 

component calibration, the results indicate that Haar discrete wavelet transform only computes the 

denoising image, which is an approximation detail coefficient. For fair comparisons, we used the 
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CascadeObjectDetector built-in function of MATLAB R2021b (MathWorks, Natick, MA, USA) tool to 

detect bounding boxes of human frontal faces. For performance comparison, the xml file provided by 

open-source computer vision (OpenCV), was used with a scale factor of 1.2 for the image pyramid 

method and a 20×20 sub-window size. The haarcascade_frontalface_alt.xml file, provided by OpenCV, 

contains trained Haar-like feature information of the frontal face of humans. The indicators are discrete 

receiver operating characteristic (discROC) and continuous ROC (contROC), which are computed by 

using the evaluation method provided by FDDB. According to FDDB, the continuous and discrete scores 

for drawing the ROC curve are expressed mathematically as follows [21]: 

 

𝑆(𝑑𝑖 , 𝐼𝑗) =
𝑎𝑟𝑒𝑎(𝑑𝑖)  ∩  𝑎𝑟𝑒𝑎(𝐼𝑗)

𝑎𝑟𝑒𝑎(𝑑𝑖)  ∪  𝑎𝑟𝑒𝑎(𝐼𝑗)
 (15) 

𝑦𝑖 =  𝛿𝑠(𝑑𝑖,𝑣𝑖) > 0.5 (16) 

𝑦𝑖 = 𝑆(𝑑𝑖 ,  𝑣𝑖) (17) 

 

where 𝑑𝑖 is the detection region, and 𝐼𝑗 is the annotation region. Equation (16) is used to compute the 

discrete score for the discrete ROC curve, and Equation (17) is used to compute the continuous score for 

the continuous ROC curve. Fig. 5 shows the discrete ROC curves of the face detection results of adopting 

the proposed method and the conventional pre-processing methods. Fig. 6 shows the continuous ROC 

curves of the face detection results of adopting the proposed method and the conventional pre-processing 

methods. ROC curve is the graphical representation used to compare the performance of the method. The 

x-axis in Figs. 5 and 6 is the number of false positives, and the y-axis is the true positive rate. In this 

experimental result, the ROC curve using the FDDB evaluation method computes whether the detected 

bounding box before the merging step is true or false positive. When the area of the detected bounding 

box that overlaps with the ground truth is greater than the predefined threshold value, the number of false 

positives is fixed, and the true positive rate increases. Due to this computation process, when the number 

of false positives is small while having the value of similar true positive rate, the ROC curve converges 

to the final point value quickly. Therefore, the ROC curve for the proposed method exists at a higher 

position in the same region of the x-axis compared with conventional pre-processing methods, as shown 

in Figs. 6 and 7. 

 

 
Fig. 5. Discrete ROC curves of face detection result of adopting the proposed method and the 

conventional pre-processing methods. 
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Fig. 6. Continuous ROC curves of face detection result of adopting the proposed method and the 

conventional pre-processing methods. 

 

Table 1 presents the obtained values of the performance metrics, such as processing time, true positive 

rate at the final point of the ROC curve, and the number of false positives when adopting the proposed 

method and the conventional pre-processing methods. Among the traditional filter-based pre-processing 

methods, the HE pre-processing method obtained the best performance case in processing time and the 

number of false positives when using the haarcascade_frontalface_alt.xml file. When using the proposed 

method for Haar cascade classifiers, the processing time was 189.45 seconds, which was 32.05% faster 

than that of the HE method, and the number of false positives was 46,710, which was 25.46% less than 

that of the HE method. Among the image contraction-based methods, the Haar discrete wavelet 

transform, which only computes the approximation detail coefficient, shows the best performance in 

terms of the processing time and number of false positives. However, the true positive rate is decreased 

compared with the other image contraction-based methods. Although the processing time and number of 

false positives of the proposed method slightly increased compared with those of the Haar discrete 

wavelet transform, the true positive rate of the proposed method is similar to that of the other conventional 

image contraction-based methods. Overall, the proposed method is much better than the traditional filter-

based method. In addition, the results show that the proposed method overcomes the trade-off between 

the number of false positives and true positive rate compare with the conventional image contraction-

based methods. 

 

Table 1. Performance of proposed method and conventional pre-processing methods using FDDB 

 
Processing 

time (s) 

Number of  

false positives 

Final point of true positive rate 

CONTROC DISCROC 

Traditional filter-baseD METHOD     

With HE 278.8105 62661 0.540320 0.766196 

With Gaussian 284.4435 74483 0.545753 0.773545 

With median 282.1207 73222 0.544719 0.770837 

Image contraction-based     

With bicubic 197.5510 58538 0.543523 0.771057 

With Lanczos-2 197.5847 58611 0.545126 0.774250 

With Lanczos-3 188.0214 57962 0.547588 0.775510 

With Haar discrete wavelet transform 178.5786 44339 0.521732 0.732151 

With proposed method 189.4536 46710 0.545502 0.773186 
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Fig. 7. Face detection results of FDDB test dataset after the merging step using the eight types of  

pre-processing methods: (a) HE, (b) Gaussian, (c) median, (d) bicubic, (e) Lanczos-2, (f) Lanczos-3,  

(g) Haar discrete wavelet transform, and (h) proposed method. 

 

 

Fig. 7 shows the face detection results of sample images in the FDDB test dataset after the merging 

step when using the Haar cascade classifiers with the proposed method and the conventional pre-

processing methods. Fig. 7(a)–7(h) depicts the results of face detection when using the HE, Gaussian 

filter, median filter, bicubic, Lanczos-2, Lanczos-3, Haar discrete wavelet transform, and proposed 

method, respectively. Fig. 7(a)–7(c) shows that adopting the conventional filter-based methods can detect 

human frontal face by removing noise. However, it can be confirmed that false positives exist in the non-

human regions. Meanwhile, it can be visually confirmed that the number of false positives is reduced in 

the image contraction-based methods and the proposed method compared with the conventional filter-

based methods, as shown in Fig. 7(d)–7(h). 

 

4.2 Private Dataset  

Figs. 8 and 9 show the performance of Haar cascade classifiers that adopted the proposed method and 

the conventional pre-processing methods, when applied to the private test dataset. For fair comparisons, 

we used with a scale factor of 1.2 and merge threshold factor of 1 for CascadeObjectDetector built-in 

function. The private test dataset consisted of 220 images with 794 faces in total of five image sizes. 

Evaluation results are classified as true positive when the intersection over union (IoU) [40] value about 

the annotation is 0.5 or more; otherwise, the results are classified as false positive. The total number of 

false positives that used the Gaussian filter was 247, showing the best performance among the 

conventional filter-based pre-processing methods, as shown in Fig. 8. When using the proposed pre-

processing method, the total number of false positives was 114, which was 53.85% less than that of the 

Gaussian pre-processing method. The total number of true positives from adopting the proposed method 

was 658, which was similar to those of the conventional filter-based methods, as shown in Fig. 9. In 

image contraction-based methods, the total number of false positives that adopted the Haar discrete 

wavelet transform was 98, showing the best performance. Although the total number of false positives 

adopting the proposed method is slightly higher than that of Haar discrete wavelet transform, the total 

number of true positives adopting the proposed method shows better performance than that of Haar 

discrete wavelet transform, which shows the worst performance in terms of the total number of true 

positives. 

For an objective evaluation, it is necessary to consider the precision, recall, and F1 score, as well as the 

true positive (TP) and false positive (FP) results. The precision, recall, and F1 score are expressed 

mathematically as follows [41, 42]: 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (18) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑜𝑡𝑎𝑙 𝐹𝑎𝑐𝑒𝑠
 (19) 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 (20) 

 

 
Fig. 8. Number of false positives adopting the proposed method and conventional methods for five 

image sizes of the private dataset. 

 

 
Fig. 9. Number of true positives adopting the proposed method and conventional methods for five 

image sizes of the private dataset. 

 

The precision value, also called positive prediction, is defined as the ratio of true positives to all 

positives. Recall, which is widely called detection rate, is defined as the ratio of true positives to the total 
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number of faces. F1 score is a mostly used member of the parametric family of F-measures, and it is 

defined as the harmonic mean of precision and recall [43]. Table 2 presents the results obtained from 

using Equations (18)–(20) to compare the objective performance using the private test dataset. In the 

precision factor, Gaussian filter obtained a value of 0.7277, which was the best performance case among 

the conventional filter-based pre-processing methods. When using the proposed method, the precision 

was 0.8525, which was improved by 17.15% compared with that of the Gaussian pre-processing method. 

In the precision factor of image contraction-based methods, Haar discrete wavelet transform obtained a 

value of 0.8637, which was the best performance. However, Haar discrete wavelet transform had the 

worst recall performance. The reason for the difference between precision and recall factor performance 

is as follows. When using Haar discrete wavelet transform, the total number of false positives has the 

best performance, as shown in Fig. 8. Therefore, the precision factor shows the best performance. 

However, the recall value was decreased because the total number of true positives showed the worst 

performance. The recall computed by adopting the proposed method has a value similar to that of the 

conventional pre-processing methods. In the F1 score factor, the Gaussian and Lanczos-3 value were 

0.7760 and 0.8289, which are the best performance case among the conventional filter-based and image 

contraction-based method, respectively. When using the proposed method, the F1 score was 0.8404, 

which was improved by 8.30%, and 1.39% compared with the Gaussian, and Lanczos-3 pre-processing 

method, respectively. Overall, Table 2 shows that the face detection performance of the proposed method 

is improved compared with the conventional pre-processing method because the F1 score of the proposed 

method is the highest. 

 

Table 2. Performance of the proposed method and the conventional methods using the private dataset 

 Precision Recall 𝑭𝟏 score 

Traditional filter-based method    

With HE 0.7107 0.8262 0.7641 

With Gaussian 0.7277 0.8312 0.7760 

With median 0.6924 0.8363 0.7576 

Image contraction-based method    

With Bicubic 0.8012 0.8224 0.8117 

With Lanczos-2 0.8089 0.8262 0.8174 

With Lanczos-3 0.8192 0.8388 0.8289 

With Haar discrete wavelet transform 0.8637 0.7821 0.8209 

With proposed method 0.8523 0.8287 0.8404 

 

5. Discussion 

In this study, face detection was performed using the proposed pre-processing method for Haar cascade 

classifiers. This study aimed to propose a method for improving the processing speed by reducing the 

number of false positives while maintaining the detection accuracy. 

To evaluate the performance of Haar cascade classifiers using the proposed pre-processing method, we 

compared the proposed method with conventional filter-based and image contraction-based methods. In 

the conventional pre-processing methods, the filter-based methods are still limited in reducing the number 

of false positives and processing time. In contrast, the image contraction-based method has advantages 

in improving the processing speed by reducing the number of false positives. However, detection 

accuracy was decreased when appropriate edge information for face region was not preserved, as shown 

in result of Haar discrete wavelet transform. Conversely, when edge information for all area was 

preserved, the number of false positives increased, as shown in bicubic, Lanczos-2, and Lanczos-3 

method. Thus, the conventional image contraction-based method has a trade-off between reducing the 

number of false positives and detection accuracy. To overcome the trade-off relationship, this paper 
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proposes vertical component calibration process to preserve the appropriate edge information for face 

region. The proposed method can reduce the number of false positives while maintaining the detection 

accuracy compared with the conventional filter-based and image contraction-based method. Therefore, 

the proposed method can be operated in real-time with high detection accuracy in various fields based on 

Haar cascade classifiers. 

 

6. Conclusion 

The face detection algorithm using the Haar cascade classifiers increases the processing time as the 

number of false positives increases. To improve the processing speed and reduce the number of false 

positives for face detection, this study proposed vertical component calibration process using a 2D Haar 

discrete wavelet transform for the Haar cascade classifiers. We evaluated and compared the performance 

using FDDB, which is a public test dataset consisting of 2,845 images. When using 

haarcascade_frontalface_alt.xml file, the face detection results of adopting the proposed method showed 

a 32.05% improvement in processing speed and 25.46% reduction in the number of false positives 

compared with those of the HE, which showed the best performance case among the conventional filter-

based pre-processing methods. In addition, the processing time and detection accuracy of proposed 

method are similar to those of the conventional image contraction-based methods. In the private test 

dataset, the face detection results of adopting the proposed method showed a 53.85% reduction in the 

total number of false positives compared with that of the Gaussian pre-processing method, which showed 

the best performance case among the traditional filter-based pre-processing methods, while maintaining 

the total number of true positives. In addition, the value of F1 factor of the proposed method, which 

considers both precision and recall, shows a 1.39% improvement compared with Lanczos-3, which shows 

the best performance among image contraction-based methods. The results computed using FDDB and 

private dataset show that the proposed method can overcome the trade-off between the number of false 

positives and detection accuracy. Therefore, the Haar cascade classifiers with the proposed method can 

be operated in real-time for various application, such as management and security for IoT based on face 

detection. 

In a future work, the implementation and optimization of the proposed method in digital logic for face 

detection accelerator will be conducted based on the results of this study. 
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